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Abstract

In this paper, we consider a modification of the Newton's method which produce iterative method with fourth-order of convergence have been proposed in [4] and obtain new methods with ( seventh or eighth )-order convergence for solving non-linear equations. A general error analysis providing the higher order of convergence is given. Per iteration the new methods require one additional evaluation of the function. Numerical examples are also included the performance of the new methods.
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1. Introduction

Newton’s method for the approximation of the root $\xi$ of a nonlinear equation (or system of non-linear equations) is well known, in paper [6] Newton’s method may be seen as the approximation of the indefinite integral arising from Newton’s theorem

$$f(x) = f(x_n) + \int_{x_n}^{x} f'(t) dt$$

by using the rectangular rule (the Newton- Cotes quadrature formula of order zero) for the computation of the integral in (1).

$$\int_{x}^{x} f'(t) dt \equiv (x - x_{n})f'(x_{n})$$

And, looking for $f(x) = 0$, we obtain the new value

$$x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)}$$

Some new modified Newton's methods with third-order convergence have been developed in [1,2,3,6], by considering different quadrature formula for the computation of the indefinite integral of (1).
Weerakoom-Fernando [5] used the trapezoidal rule to compute the integral of (1) to obtain the implicit method

\[ x_{n+1} = x_n - 2 \frac{f(x_n)}{f'(x_n)} + f'(x_n) \] (2)

and, replacing \( f'(x_{n+1}) \) with \( f'(x_n^*) \); where \( x_n^* = x_n - f(x_n)/f'(x_n) \) is the classical Newton's iterate, they obtained the explicit with third-order convergence:

\[ x_{n+1} = x_n - 2 \frac{f(x_n)}{f'(x_n)} + f'(x_n) \] (3)

\[ x_n^* = x_n - \frac{f(x_n)}{f'(x_n)} \]

The midpoint rule for the integral of (1) gives that [3]

\[ x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} \] (4)

\[ x_n^* = x_n - \frac{f(x_n)}{f'(x_n)} \]

For any quadrature formula of order higher than zero to approximating the integral of (1), the following theorem gives that modified Newton's methods have third-order convergence [3].

**Theorem 1.1** The modified Newton's methods obtained by approximating the integral by the quadrature formula of order at least one, and writing the explicit form the obtained implicit method by replacing \( x_{n+1} \) with \( x_n^* \), given by \( x_{n+1} = x_n - f(x_n)/f'(x_n) \)

is, if \( \xi \) is a simple root of \( f(x_n) \), of order three with

\[ g_m^n(\xi) = \frac{f^n(\xi)}{f'(\xi)} \left[ \sum_{i=1}^{m} A_i \xi_i^2 - 1 \right] + \frac{3}{2} \left[ \frac{f'(\xi)}{f(\xi)} \right]^2 \]

where \( g_m(x_n) = x_n - \frac{f(x_n)}{m \sum A_if'(\eta_i)} \), \( \eta_i = x_n - \tau_i (x_n^* - x_n) \), \( \tau_i \) are the knots, in \([0,1]\), and \( A_i \) are the weight of the quadrature formula used.

But, in [1] instead of using the Newton’s theorem for \( y = f(x) \), Homeier uses it for the inverse function \( x(y) \)

\[ x(y) = x(y_n) + \int_{y_n}^{y} x'(t) \, dt \]

to obtain a class of cubically convergent type methods, the best efficient one of which is

\[ x_{n+1} = x_n - \frac{f(x_n)}{2} \left( \frac{1}{f'(x_n)} + \frac{1}{f'(x_n^*)} \right) \] (5)

And, in [2] they considered the approximation of the indefinite integral (1) on a new interval of integration arising from Newton’s theorem

\[ f(x) = f(y_n) + \int_{y_n}^{x} f'(t) \, dt \] . (6)

where \( y_n = x_n + f(x_n)/f'(x_n) \).

by using the mid-point rule to approximate the right integral of (6)
\[
\int_{y_n}^{x} f'(t) dt \equiv (x - y_n) f' \left( \frac{x + y_n}{2} \right)
\]  

(7)

A general implicit method is then obtained by approximating the integral in (6) by the mid-point rule (7) and looking for \( f(x) = 0 \), so that we have

\[
x_{n+1} = y_n - \frac{f(y_n)}{f'(x_{n+1} + y_n)/2}
\]

we can obtain an explicit method by replacing \( f'((x_{n+1} + y_n)/2) \) with \( f'((x_{n+1} + y_n)/2) \); where \( x_{n+1} = x_n - f(x_n)/f'(x_n) \), they obtained the explicit with third-order convergence:

\[
x_{n+1} = x_n - \frac{f(x_n + f(x_n)/f'(x_n)) - f(x_n)}{f'(x_n)}. \tag{8}
\]

**Theorem 1.2** Assume that the function \( f : D \subset \mathbb{R} \to \mathbb{R} \) has a simple root \( \xi \in D \), where \( D \) is an open interval. If \( f(x) \) has first, second and third derivatives in the interval \( D \), then the methods defined by (3), (4), (5), and (8) converge three to \( \xi \) in a neighborhood of \( \xi \), and satisfy the following error equation:

\[
e_{n+1} = o(e_n^3 + O(e_n^4)).
\]

Where \( \omega = C_2 \frac{1}{2} - C_3 \) for method (4), \( \omega = C_2 \frac{1}{2} C_3 \) for method (5), \( \omega = C_2 \frac{1}{2} - C_3 \) for method (6), and \( \omega = 2C_2 \frac{1}{2} - 2C_3 \) for method (9). [1,2,3,5]

Kung[4] developed a one-parameter family of fourth-order methods, which written as

\[
y_n = x_n - \frac{f(x_n)}{f'(x_n)},
\]

\[
x_{n+1} = y_n - \left[ \frac{f(x_n) + \beta f(y_n)}{f(x_n) - (\beta - 2)f(y_n)} \right] f(y_n) - \frac{f'(x_n)}{f'(x_n)}.
\]

where \( \beta \) is a constant. In particular, the special method for \( \beta = -1/2 \) is as follows:

\[
y_n = x_n - \frac{f(x_n)}{f'(x_n)}, \tag{9}
\]

\[
x_{n+1} = y_n - \left[ \frac{2f(x_n) - f(y_n)}{2f(x_n) - 5f(y_n)} \right] f(y_n) - \frac{f'(x_n)}{f'(x_n)}.
\]

In this paper, we will present two new modifications of modified Newton’s methods with fourth- order convergence by using Newton’s theorem for the function \( f(x) \) on a new interval of integration, and obtain a higher order methods.

2. **A new modifications of Newton’s method and analysis of convergence**

To derive the new method, we consider the computation of the indefinite integral on a new interval of integration arising from Newton’s theorem

\[
f(x) = f(z_n) + \int_{x_{n+1}}^{x} f'(t) dt. \tag{10}
\]
by using the rectangular rule to approximate the right integral of (10) we have

\[ x_{n+1} = z_n - \frac{f(z_n)}{f'(z_n)}. \]

(11)

where \( z_n \) is the above modification of Newton’s method (9).

As we can see, this method consists of three evaluations of the function and two evaluations of the first derivative per iteration, which has efficiency index 1.5157. In order to obtain high efficiency index, we approximate \( f'(z_n) \) using Lagrange's interpolation polynomial [5] as follows:

\[
f'(z_n) = \frac{(z_n - y_n)f(x_n) + (z_n - x_n)f(y_n) + (z_n - x_n)f(z_n)}{(x_n - y_n)(y_n - z_n)} + \frac{(z_n - y_n) + (z_n - y_n)}{(z_n - x_n)(z_n - y_n)} f(Z_n)
\]

(12)

\[
= \left[ \frac{(z_n - x_n)^2 f(y_n) + (y_n - x_n)(y_n - z_n) f(z_n)}{(y_n - x_n)(z_n - x_n)} \right]
\]

\[
= \left[ \frac{(y_n - z_n)^2 f(x_n) - (y_n - x_n)(z_n - x_n) f(z_n)}{(y_n - x_n)(z_n - x_n)} \right]
\]

\[
\text{Theorem 2.1. Assume that the function } f: D \subset R \rightarrow R \text{ has a simple root } \xi \in D, \text{ where } D \text{ is an open interval. If } f(x) \text{ has first, second and third derivatives in the interval } D, \text{ and } z_n \text{ is defined by (9) satisfies}
\]

\[
z_n - \xi = -C_2 \varepsilon_n^4 + (-2C_2 \varepsilon_n^2C_3^4 + \frac{3}{2} C_2 \varepsilon_n^2 C_3^4 - \frac{2 C_2 \varepsilon_n^2}{3} C_3^5 + \frac{3}{4} C_2 \varepsilon_n^2 C_3^5 + O(\varepsilon_n^7)
\]

and \( e_n = x_n - \xi \), then the method defined by (9) and (11) are of eighth-order \( e_{n+1} = C_2 C_3 \varepsilon_n^8 + O(\varepsilon_n^9) \).

while the method defined by (9), (11) and (12) is of seventh-order \( e_{n+1} = C_2 C_3 \varepsilon_n^7 + O(\varepsilon_n^8) \)

Proof: let \( \xi \) be a simple root of \( f(x) \) (i.e., \( f(\xi) = 0 \) and \( f'(\xi) \neq 0 \)) and \( e_n = x_n - \xi \).

Using the Taylor's expansion, we have

\[
f(x_n) = f(\xi) + f'(\xi)e_n + \frac{1}{2!} f''(\xi)e_n^2 + \frac{1}{3!} f'''(\xi)e_n^3 + \frac{1}{4!} f^{(4)}(\xi)e_n^4 + \frac{1}{5!} f^{(5)}(\xi)e_n^5 + \frac{1}{6!} f^{(6)}(\xi)e_n^6 + O(e_n^7)
\]

(13)

where \( C_i = \frac{1}{i!} f^{(i)}(\xi) \).

Furthermore, we have

\[
f'(x_n) = f'(\xi)\left[ 1 + 2C_2 e_n + 3C_3 e_n^2 + 4C_3 e_n^3 + 5C_3 e_n^4 + 6C_3 e_n^5 + 7C_2 e_n^6 + O(e_n^7) \right]
\]

(14)

From (11), (13) and (14) we have
\[ x_{n+1} = z_n - \frac{f(z_n)}{f'(z_n)} = z_n - \left[ (z_n - \xi) + (z_n - \xi)^2 C_2 + (z_n - \xi)^3 C_3 + O(e_n^4) \right] \times \left[ 1 + 2(z_n - \xi)C_2 + 3(z_n - \xi)^2 C_3 + O(e_n^5) \right]^{-1} \]

\[ = z_n - \left[ (z_n - \xi) - (z_n - \xi)^2 C_2 + O(e_n^5) \right] \]

Thus,

\[ e_{n+1} = (z_n - \xi)^2 C_2 + O(e_n^5) \]

\[ = C_2^2 \xi^2 e_n^8 + O(e_n^5). \]

Equation (15) illustrates that the modified Newton’s methods (11) have eighth-order convergence. Now, again dividing (13) by (14)

\[ \frac{f(x_n)}{f'(x_n)} = e_n - C_2^2 e_n^3 + (2C_2^2 - 2C_3)e_n^4 + \left( -4C_2^3 + 7C_2 C_3 - 3C_4 \right) e_n^5 + \]

\[ \left( 8C_2^4 - 20C_2^2 C_3 - 6C_3^2 + 10C_2 C_4 - 4C_5 \right) e_n^6 + \]

\[ \left( -16C_2^5 + 52C_2^3 C_3 - 28C_2 C_4 + 17C_3 C_4 - 33C_2 C_5 + 13C_2 C_5 - 5C_6 \right) e_n^7 + O(e_n^7) \]

using (16) we obtain

\[ y_n = x_n - \frac{f(x_n)}{f'(x_n)} = \left[ e_n - C_2^2 e_n^3 + \left( 2C_2^2 - 2C_3 \right) e_n^4 + \left( -4C_2^3 + 7C_2 C_3 - 3C_4 \right) e_n^5 + \left( 8C_2^4 - 20C_2^2 C_3 - 6C_3^2 + 10C_2 C_4 - 4C_5 \right) e_n^6 + \left( -16C_2^5 + 52C_2^3 C_3 - 28C_2 C_4 + 17C_3 C_4 - 33C_2 C_5 + 13C_2 C_5 - 5C_6 \right) e_n^7 + O(e_n^7) \right] \]

\[ = \xi + C_2 e_n^2 + \left( 2C_2 - 2C_3 \right) e_n^3 + \left( 4C_2^2 - 7C_2 C_3 + 3C_4 \right) e_n^4 + \]

\[ \left( -8C_2^3 + 20C_2^2 C_3 - 6C_3^2 - 10C_2 C_4 + 4C_5 \right) e_n^5 + \]

\[ \left( 16C_2^4 - 52C_2^3 C_3 + 28C_2^2 C_4 - 17C_3 C_4 - 33C_2 C_5 + 13C_2 C_5 + 5C_6 \right) e_n^6 + O(e_n^7) \]

by considering (17) we have the Taylor’s expansion of

\[ f(y_n) = f'(\xi) = \left[ C_2 e_n^2 + \left( 2C_4 - 2C_3 \right) e_n^3 + \left( 5C_4^2 - 7C_2 C_3 + 3C_4 \right) e_n^4 + \left( -16C_4^2 + 24C_2^2 C_3 - 6C_3^2 + 10C_2 C_4 + 4C_5 \right) e_n^5 + \left( 28C_2^5 - 73C_2^3 C_3 + 34C_2^2 C_4 - 17C_3 C_4 + 37C_2 C_5 - 13C_2 C_5 + 5C_6 \right) e_n^6 + O(e_n^7) \right] \]

Using (13), (14) and (18) we obtain
\[ z_n = y_n - \left[ \frac{2f(x_n) - f(y_n)}{2f(x_n) - 5f(y_n)} \right] f'(y_n) \]

\[ = \xi - C_2 C_3 e_n^4 + (-2C_2 C_4 + 2C_2^2 C_3 + \frac{3}{2} C_2^4 - 2C_3^2) e_n^5 \]

\[ + (-12C_2 C_5 - 7C_3 C_4 + 3C_2^2 C_4 + 6C_3 C_4 - \frac{35}{4} C_3^2) e_n^6 + O(e_n^8) \]

by considering (19) we have the Taylor's expansion of

\[ f(z_n) = f(\xi) \]

\[ (-12C_2 C_5 - 7C_3 C_4 + 3C_2^2 C_4 + 6C_3 C_4 - \frac{35}{4} C_3^2) e_n^6 + O(e_n^8) \]

now, form formulas (13),(17),(18),(19), and (20) we have

\[ (z_n - x_n)^2 f(y_n) = C_2 e_n^4 + (2C_2^3 - 2C_2^2) e_n^5 + (5C_2^4 - 7C_3 C_4 + 3C_4) e_n^6 + \]

\[ + (-12C_2^4 + 26C_2 C_4 - 6C_3^2 + 10C_2 C_4 + 4C_3) e_n^7 + \]

\[ \left[ 25C_2^6 - 81C_3^2 C_4 + 38C_4^2 C_2 - 17C_5 C_4 + \frac{35}{4} C_3^2 \right] e_n^8 + O(e_n^9) \]

\[ (y_n - x_n)(y_n - z_n) f(z_n) = C_2^2 e_n^7 + (2C_4 C_2^2 + 4C_2^3 C_3 - 5C_3 C_4^3 - \frac{3}{2} C_2^4) e_n^8 + O(e_n^9) \]

\[ (y_n - z_n)^2 f(x_n) = C_2^2 e_n^5 + (-3C_2^3 + 4C_2 C_3) e_n^6 + \]

\[ + (8C_2^4 - 15C_2 C_4 + 4C_3^2 + 6C_2 C_4) e_n^7 + \]

\[ \left[ -23C_5^5 + 52C_2 C_4^3 - 11C_2^2 C_4 - 12C_2 C_4 - \frac{3}{2} C_2^4 \right] e_n^8 + O(e_n^9) \]

\[ (y_n - x_n)(z_n - x_n) f(z_n) = \]

\[ \left[ \frac{41}{4} C_2^5 + 2C_2 C_3^3 + 5C_4 C_2^2 - 7C_5 C_4 + \frac{35}{4} C_3^2 \right] e_n^8 + O(e_n^9) \]

\[ \Rightarrow \]

\[ (z_n - x_n)^2 f(y_n) + \]

\[ (y_n - x_n)(y_n - z_n) f(z_n) - \]

\[ (y_n - z_n)^2 f(x_n) - \]

\[ (y_n - x_n)(z_n - x_n) f(z_n) \]

\[ = C_2 e_n^4 + (2C_2 - 3C_2^2) e_n^5 + (8C_2^3 - 10C_2 C_3 + 3C_4) e_n^6 + \]

\[ + (-\frac{43}{2} C_2^4 + 39C_2 C_3^2 - 8C_3^2 - 14C_2 C_4 + 4C_3) e_n^7 + O(e_n^8) \]
And
\[(y_n - x_n)(z_n - x_n)(y_n - z_n) = C_se_n^3 + (2C_3 - 3C_2)e_n^3 + (8C_2^3 - 10C_2C_3 + 3C_4)e_n^6 + \]
\[-\frac{43}{2}C_2^4 + 40C_2C_2^2 - 8C_3 - 14C_2C_4 + 4C_3)e_n^7 + O(e_n^8)\]  
(22)

from equations (20), (21) and (22)
\[x_{n+1} = z_n - \frac{(y_n - x_n)(y_n - z_n)(z_n - x_n)f(z_n)}{(z_n - x_n)^2f(y_n) + (y_n - x_n)(y_n - z_n)f(z_n) - (y_n - z_n)^2f(x_n) - (y_n - x_n)(z_n - x_n)f(z_n)}\]
\[= z_n - \left[ (z_n - \xi) + (z_n - \xi)^2C_2 + (z_n - \xi)^3C_3 + O(e_n^4) \right] \times \left[ 1 + C_3C_2^2e_n^3 + O(e_n^8) \right]\]
\[= z_n - \left[ (z_n - \xi) + C_3C_2(z_n - \xi)e_n^3 + O(e_n^8) \right] \]

Thus,
\[e_{n+1} = C_3C_2(z_n + \xi)e_n^3 + O(e_n^8)\]
\[= -C_2C_2^2 + O(e_n^8)\]  
(23)

Equation (23) illustrates that the modified Newton’s methods (12) have seventh-order convergence.

Now we develop second modification of the method defined by (9), (11) and (12) to restore order of convergence eight.

Let us take the following parameter
\[
\begin{aligned}
    x_{n+1} &= \frac{(y_n - x_n)(y_n - z_n)(z_n - x_n)f(z_n)}{(z_n - x_n)^2f(y_n) + \beta(y_n - x_n)(y_n - z_n)f(z_n) - (y_n - z_n)^2f(x_n) - (y_n - x_n)(z_n - x_n)f(z_n)}, \\
    z_n &= y_n - \frac{2f(x_n) - f(y_n)}{2f(x_n) - 5f(y_n)} \frac{f(y_n)}{f'(x_n)}, \\
    y_n &= x_n - \frac{f(x_n)}{f'(x_n)}
\end{aligned}
\]

Here, \(b\) is yet to be determined. Now, it will be shown that, for appropriate value of parameter, the method defined by (9), (11) and (12) converges with order 8 in the vicinity of root.

Again by (21) and (22)
\[x_{n+1} = z_n - \frac{(y_n - x_n)(y_n - z_n)(z_n - x_n)f(z_n)}{(z_n - x_n)^2f(y_n) + (y_n - x_n)(y_n - z_n)f(z_n) - (y_n - z_n)^2f(x_n) - (y_n - x_n)(z_n - x_n)f(z_n)}\]
\[= \xi + (2 - \beta)C_3C_2e_n^3 + \left[ (77 - 3\beta)C_2^3C_3 + (10 - 7\beta)C_2^3C_2^2 + (4\beta - 17)C_2C_3C_4^2 + (6\beta - 12)C_2C_2^2 + 24C_4C_2^2 \right]e_n^8 + O(e_n^9)\]

If we choose \(\beta = 2\), we have the eighth order method, with the error at becomes...
\[ e_{n+1} = \left[ 71C_2^2C_3 + -4C_2^3C_2^2 - 9C_3C_4C_2^2 + 24C_4C_3^2 \right] x_n^8 + O(e_n^9) \]

Now for generating a new modification of the Newton's method with seventh-order convergence, we suggest the following scheme:

\[
\begin{align*}
x_{n+1} &= z_n - \frac{(y_n - x_n)(y_n - z_n)(z_n - x_n)f(z_n)}{(z_n - x_n)^2 f(y_n) + \beta(y_n - x_n)(y_n - z_n)f(z_n) - (y_n - z_n)^2 f(x_n) - (y_n - x_n)(z_n - x_n)f(z_n)}, \\
z_n &= y_n - \frac{2f(x_n) - f(y_n)}{2f(x_n) - 5f(y_n)} f(y_n), \\
y_n &= x_n - \frac{f(x_n)}{f'(x_n)}
\end{align*}
\]

(24)

Also for the modified Newton’s method with eighth-order convergence, we suggest the following iterative scheme:

\[
\begin{align*}
x_{n+1} &= z_n - \frac{(y_n - x_n)(y_n - z_n)(z_n - x_n)f(z_n)}{(z_n - x_n)^2 f(y_n) + 2(y_n - x_n)(y_n - z_n)f(z_n) - (y_n - z_n)^2 f(x_n) - (y_n - x_n)(z_n - x_n)f(z_n)}, \\
z_n &= y_n - \frac{2f(x_n) - f(y_n)}{2f(x_n) - 5f(y_n)} f(y_n), \\
y_n &= x_n - \frac{f(x_n)}{f'(x_n)}
\end{align*}
\]

(25)

3. Numerical examples

In this section, we consider some numerical examples to demonstrate the performance and the efficiency of the modified Newton’s methods with (seventh or eighth)-order convergence. All computations were done by \( C^{++} \).

The following test functions have been used with termination criterion \( |f'(x_n)| < 10^{-15} \).
Table 1. Results of the Modified Newton's Methods with Seventh Or Eighth Order Convergence.

<table>
<thead>
<tr>
<th>$f(x)$</th>
<th>$x_0$</th>
<th>$m$</th>
<th>$n$</th>
<th>$m$</th>
<th>$n$</th>
<th>$m$</th>
<th>$n$</th>
<th>Root</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x^3 + 4x^2 - 10$</td>
<td>-0.3</td>
<td>54</td>
<td>108</td>
<td>6</td>
<td>18</td>
<td>18</td>
<td>54</td>
<td>1.36523001341410</td>
</tr>
<tr>
<td></td>
<td>-0.25</td>
<td>25</td>
<td>50</td>
<td>8</td>
<td>24</td>
<td>6</td>
<td>18</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>8</td>
<td>16</td>
<td>6</td>
<td>18</td>
<td>5</td>
<td>15</td>
<td>1.36523001341410</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5</td>
<td>10</td>
<td>3</td>
<td>9</td>
<td>3</td>
<td>9</td>
<td>1.36523001341410</td>
</tr>
<tr>
<td>$x^4 + x^6 + x - 1$</td>
<td>-3</td>
<td>36</td>
<td>72</td>
<td>15</td>
<td>45</td>
<td>22</td>
<td>66</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>13</td>
<td>26</td>
<td>9</td>
<td>27</td>
<td>8</td>
<td>24</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>18</td>
<td>36</td>
<td>12</td>
<td>36</td>
<td>11</td>
<td>33</td>
<td>11</td>
</tr>
<tr>
<td>$\cos(x) - x$</td>
<td>-10</td>
<td>21</td>
<td>42</td>
<td>6</td>
<td>18</td>
<td>6</td>
<td>18</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>-3</td>
<td>24</td>
<td>48</td>
<td>4</td>
<td>12</td>
<td>9</td>
<td>27</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>-2</td>
<td>7</td>
<td>14</td>
<td>4</td>
<td>12</td>
<td>5</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>-1.5</td>
<td>38</td>
<td>76</td>
<td>7</td>
<td>21</td>
<td>8</td>
<td>24</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>5</td>
<td>10</td>
<td>3</td>
<td>9</td>
<td>3</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>70</td>
<td>14</td>
<td>9</td>
<td>27</td>
<td>9</td>
<td>27</td>
<td>5</td>
</tr>
<tr>
<td>$(x+1)^2 e^{(x^2-2)}-1$</td>
<td>0.75</td>
<td>5</td>
<td>10</td>
<td>3</td>
<td>9</td>
<td>3</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5</td>
<td>10</td>
<td>3</td>
<td>9</td>
<td>3</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>$(x-1)^{-3}$</td>
<td>-10</td>
<td>19</td>
<td>38</td>
<td>8</td>
<td>24</td>
<td>12</td>
<td>36</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>16</td>
<td>32</td>
<td>4</td>
<td>12</td>
<td>6</td>
<td>18</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>6</td>
<td>12</td>
<td>4</td>
<td>12</td>
<td>4</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>$xe^{x^2} - \sin^2(x) + 3\cos(x) + 5$</td>
<td>-3</td>
<td>15</td>
<td>30</td>
<td>9</td>
<td>27</td>
<td>9</td>
<td>27</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>6</td>
<td>12</td>
<td>4</td>
<td>12</td>
<td>4</td>
<td>12</td>
<td>4</td>
</tr>
</tbody>
</table>

n/ Number of iterations to approximate the root to 15 decimal places.

m/ Number of function evaluations.

C -NM/ The classical Newton's method.

4. Conclusions

In the table .1 we observe that the modified Newton's method with (seventh or eighth)-order of convergence satisfied great successful through their application for finding a simple real roots of non-linear equations, comparing with all the methods cited in the table .1. Therefore by considering the efficiency index $r^\frac{1}{n}$ where $r$ is the order of convergence of the method and $n$ is the number of function evaluations required by the method (units of work for iteration), in the mNm (24) and mNm (25) we have efficiency index equal $\frac{1}{\sqrt{7}} \approx 1.6265766$ and $\frac{1}{\sqrt{8}} \approx 1.681793$ respectively, which are better than efficiency index of modified Newton's methods with the fourth-order of convergence $\frac{1}{\sqrt{4}} \approx 1.587410$, and efficiency index of classical Newton's method $\frac{1}{\sqrt{2}} \approx 1.414$. However, In some applications that require a number of repeated tests, the increasing of order may draw a concrete advantage if the cost of computational complexity, implied by the increased order, is justified from the advantage in terms of execution time.
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