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1 Introduction and Preliminaries

Hypergeometric functions in one and more variables occur naturally in a wide variety of problems [4]. Various generalizations of hypergeometric functions, in particular such involving multiple functions, appear in different branches of mathematics and physics. Many of the special functions that arise in engineering, probability theory and Lie groups theory also have representations as hypergeometric functions. In recent years, in one hand, various extensions of the hypergeometric matrix functions have been presented and investigated (see, e.g., [1, 2, 12, 14, 15, 17, 18, 20] and the references cited therein). On the other hand, we may mention (see, e.g., [4, 5, 6, 9, 10, 13, 16]) who have contributed to the study of the operational formulae of some special functions. Indeed, the use of operational formulae, currently exploited in the theory of algebraic decomposition of exponential operators, may significantly simplify the study of hypergeometric matrix functions and the discovery of new relations, hardly achievable by conventional means. Taking account of operational formulae and owing to the techniques used in [13], we introduce in the present work, operator representations of multivariable hypergeometric matrix functions (MHMFs) and certain orthogonal matrix polynomials. The structure of this paper is as follows. Section 2, we introduce the definitions and properties of the generalized hypergeometric matrix functions and matrix polynomials in terms of hypergeometric matrix function. Operator representations of multivariable hypergeometric matrix functions and their miscellaneous formulas are deduced in section 3. The operational formulae of several orthogonal matrix polynomials are established in section 4. The results obtained are believed to be new.

Now, we will summarize basic concepts and notations that will be largely exploited in this work.

Let $M_d(C)$ denotes the complex vector space constituted of all square matrices with $d$ rows and $d$ columns with entries in complex space. For any matrix $M \in M_d(C)$, $\sigma(M)$ (spectrum of $M$) denotes the set of all eigenvalues of
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indeed, the inverse of \( \Gamma(M) \) matrix and the zero matrix in \( M \) and \( \alpha \) for any matrix \( M \) where \( \alpha \). From the Notation 2.2 of \( [3, \text{ pp. 1007}] \), we have \( \Gamma(-M) = -\bar{\mu}(M) \). The square matrix \( M \) is said to be positive stable if and only if \( \bar{\mu}(M) > 0 \). \( \Omega \) and \( \Theta \) stand for the identity matrix and the zero matrix in \( \mathcal{M}_d(\mathbb{C}) \), respectively.

If \( f_1(z) \) and \( f_2(z) \) are holomorphic functions of the complex variable \( z \), which are defined in an open set \( \Omega \) of the complex plane, and \( M \) is a matrix in \( \mathcal{M}_d(\mathbb{C}) \) with \( \sigma(M) \subset \Omega \), then from the properties of the matrix functional calculus, \( \{3, 7, 15\} \) we have

\[
f_1(M)f_2(M) = f_2(M)f_1(M).
\]

Hence, if \( N \) in \( \mathcal{M}_d(\mathbb{C}) \) is a matrix for which \( \sigma(N) \subset \Omega \) also, and if \( MN = NM \), then

\[
f_1(M)f_2(N) = f_2(N)f_1(M).
\]

For \( M \in \mathcal{M}_d(\mathbb{C}) \) the matrix version of the Pochhammer symbol (the shifted factorial) is \( \{3, 7, 15\} \)

\[
(M)_n = M(M + I)\ldots(M + (n - 1)I), \quad n \geq 1; \quad (M)_0 \equiv I.
\]

The reciprocal scalar Gamma function denoted by \( \Gamma^{-1}(z) = \frac{1}{\Gamma(z)} \) is an entire function of the complex variable \( z \). Thus, for any \( M \in \mathcal{M}_d(\mathbb{C}) \), Riesz-Dunford functional calculus \( \{7, 15\} \) shows that \( \Gamma^{-1}(M) \) is well defined and is, indeed, the inverse of \( \Gamma(M) \). Furthermore, if

\[
M + nI \quad \text{is invertible for all integer } n \geq 0,
\]

then

\[
(M)_n = \Gamma(M + nI)\Gamma^{-1}(M).
\]

From the Notation 2.2 of \( [3, \text{ pp. 1007}] \), we have

\[
\frac{(-1)^k}{(n-k)!} I = \frac{(-n)_k}{n!} I = \frac{(-nJ)_k}{n!} I; \quad 0 \leq k \leq n.
\]

In 1731, Euler defined the derivative formula

\[
D_x^\nu x^\alpha = \frac{\Gamma(\alpha + \nu)}{\Gamma(\alpha - \nu + 1)} x^{\alpha-\nu}, \quad D_x \equiv \frac{d}{dx},
\]

where \( \alpha \) and \( \nu \) are arbitrary complex numbers. By application of the matrix functional calculus to this definition, for any matrix \( M \in \mathcal{M}_d(\mathbb{C}) \), one gets (see \( [3, 7] \))

\[
D_t^n t^{M+nI} = (M + I)_m[(M + I)_{m-n}]^{-1} t^{M+(m-n)I}, \quad n = 0, 1, 2, 3, ...,
\]

where \( D_t \equiv \frac{d}{dt} \) denotes the differentiation operator. Again, we observe that

\[
t^M(-D_t)^n t^{-M} = (M)_n t^{-n}
\]

and

\[
t^{I-M}(D_t^{-1})^n t^{M-I} = [(M)_n]^{-1} t^n,
\]

where \( D_t^{-1} = \frac{1}{D_t} \) is the inverse operator (primitive operator) of \( D_t \).

On other hand, if \( M \in \mathcal{M}_d(\mathbb{C}) \), and \( z \) is any complex number, then the matrix exponential \( e^{Mz} \) is defined to be

\[
e^{Mz} = I + Mz + \ldots + \frac{M^n}{n!} z^n + ..., \quad n = 0, 1, 2, 3, ...
\]

\[
\frac{d^n}{dz^n} [e^{Mz}] = M^n e^{Mz} = e^{Mz} M^n,
\]

where
2 Definitions and Miscellaneous Formulas

In this section, we give the definitions of the following generalized hypergeometric matrix function and certain matrix polynomials in terms of hypergeometric matrix function. (see [17, 19]). Let \( p \) and \( q \) be finite positive integers, then the generalized hypergeometric matrix function has been given by the matrix power series as the following

\[
F(A_i, B_j; z) = \sum_{n \geq 0} \prod_{i=1}^{p} (A_i)_n \prod_{j=1}^{q} [(B_j)_n]^{-1} \frac{z^n}{n!}.
\]

(6)

For commutative matrices \( A_i, 1 \leq i \leq p \) and \( B_j, 1 \leq j \leq q \) in \( \mathcal{M}_d(\mathbb{C}) \) such that

\[
B_j + nI \text{ are invertible for all integers } n \geq 0.
\]

(7)

The following results may be proved using the standard techniques of convergence theory:

- If \( p \leq q \), then the power series (2.1) is convergence for all finite \( z \).
- If \( p = q + 1 \), then the power series (2.1) is convergent for \( |z| < 1 \) and diverges for \( |z| > 1 \).
- If \( p > q + 1 \), then the power series (2.1) diverges for \( z, z \neq 0 \).
- If \( p = q + 1 \), then the power series (2.1) absolutely convergent on the circle \( |z| = 1 \) when

\[
\sum_{i=0}^{p} \tilde{\mu}(A_i) < \sum_{j=0}^{q} \mu(B_j),
\]

where \( \tilde{\mu}(A_i) \) and \( \mu(B_j) \) as defined in (1.1).

With \( p = 1 \) and \( q = 0 \) in (2.1), one gets the following relation due to [13]

\[
(1 - z)^{-A} = \sum_{n=0}^{\infty} (A)_n \frac{z^n}{n!}, \quad |z| < 1,
\]

(8)

while at \( p = 1 \) and \( q = 1 \) in (2.1), we have

\[
e^z = \sum_{n=0}^{\infty} \frac{z^n}{n!}.
\]

(9)

Also, with three matrix parameter; \( p = 2 \) and \( q = 1 \) in (2.1) we have the Gauss matrix function in the form (cf. [15])

\[
_{2}F_1(A_1, A_2; B_1; z) = \sum_{n=0}^{\infty} (A_1)_n(A_2)_n[(B_1)_n]^{-1} \frac{z^n}{n!},
\]

(10)

where \( A_1, A_2 \) and \( B_1 \) are matrices in \( \mathcal{M}_d(\mathbb{C}) \), and \( B_1 \) satisfying the condition (1.2). (see [7, 21]). For an arbitrary matrix \( A \in \mathcal{M}_d(\mathbb{C}) \), with \( A + nI \) invertible for every integer \( n \geq 1 \), then the n-th Laguerre matrix polynomials \( L_n^A(z) \) is defined by

\[
L_n^A(z) = \frac{(A + I)_n}{n!} \, _1F_1(-nI; A + I; z).
\]

(11)

therefore, we can be reduced to Shively’s pseudo Laguerre matrix polynomial in the form

\[
R_n^A(z) = \frac{(A)_n}{n!} \, _1F_1(-nI; A + I; z).
\]

(12)

(see [11]). Let \( A \) and \( B \) be parameter commuting matrices in \( \mathcal{M}_d(\mathbb{C}) \) satisfying the spectral condition (1.2). For any natural number \( n \geq 0 \), the n-th generalized Bessel matrix polynomial \( \mathcal{Y}_n^{A,B}(z) \) is defined by

\[
\mathcal{Y}_n^{A,B}(z) = \, _2F_0(-nI, A + (n - 1)I; -; z \, B^{-1}).
\]

(13)
Also, the n-th reverse generalized Bessel matrix polynomial \( \Theta_n^{(A,B)}(z) \) is defined in [3] by
\[
\Theta_n^{(A,B)}(z) = (-1)^n \Gamma^{-1}(-A - (2n - 2)I) \Gamma(-A + (n - 2)I)
\times \, \, _1F_1(-nI; -A - (2n - 2)I; Bz).
\]

(see [5, 21]). Suppose that \( A \) and \( B \) are positive stable matrices in \( \mathcal{M}_d(\mathbb{C}) \) satisfying the condition
\[
Re(a) > -1, \ \forall \ a \in \sigma(A) \text{ and } Re(b) > -1, \ \forall \ b \in \sigma(B).
\]

For any positive integer \( n \), the Jacobi matrix polynomials \( P_n^{A,B}(z) \) are defined by
\[
P_n^{A,B}(z) = \frac{(A + I)_n}{n!} \, _2F_1(-nI, A + B + (n + 1)I; A + I; \frac{1 - z}{2}).
\]

The special case of \( A = B \) of the Jacobi matrix polynomial is called ultraspherical matrix polynomial and is denoted by \( P_n^{A,A}(z) \). It is thus defined as
\[
P_n^{A,A}(z) = \frac{(A + I)_n}{n!} \, _2F_1(-nI, 2A + (n + 1)I; A + I; \frac{1 - z}{2}).
\]

(see [22]). The Gegenbauer matrix polynomials \( C_n^A(z) \) is defined in the form
\[
C_n^A(z) = \frac{(2A)_n}{n!} \, _2F_1(-nI, 2A + nI; A + \frac{1}{2}I; \frac{1 - z}{2}),
\]

where \( A \) is a positive stable matrix in \( \mathcal{M}_d(\mathbb{C}) \). With \( d = 1 \) and \( A = \frac{1}{2} \), we define the class of orthogonal Legendre polynomials in the form
\[
P_n(z) = _2F_1(-n, (n + 1); \frac{1 - z}{2}).
\]

(see [19]). The generalized Bateman’s matrix polynomials \( Z_n^{A,B}(z) \) is defined in the form
\[
Z_n^{A,B}(z) = \, _3F_2(-nI, 2A + nI; A + \frac{1}{2}I, B + I; z),
\]

where \( A \) and \( B \) are commutative matrices in \( \mathcal{M}_d(\mathbb{C}) \) and \( A + nI \) and \( B + nI \) are invertible for all integer \( n \geq 0 \).

(see [23]). The Rices matrix polynomials \( H_n^{A,B}(z) \) is defined by means of the relation
\[
H_n^{A,B}(z) = \, _3F_2(-nI, (n + 1)I; A; I, B; z),
\]

for commutative matrices \( A \) and \( B \) in \( \mathcal{M}_d(\mathbb{C}) \) and \( B \) satisfying the condition (1.2).

3 Operational Formulae of The MHMFs

In this section, our main theorem is stated as follows: Suppose that \( M, A_1, A_2, ..., A_p \) and \( B_1, B_2, ..., B_q \) are parameter commuting matrices in \( \mathbb{C}^{N \times N} \) while \( B_1, B_2, ..., B_q \) satisfying the spectral condition (2.2) and let \( D_{z_{\mu}} = \frac{\partial}{\partial z_{\mu}} \) and \( D_{w_{\mu}} = \frac{\partial}{\partial w_{\mu}} \) \( \mu = 1, 2, 3, ..., \) be partial differential operators; \( z_1, z_2, ..., z_q \) and \( w_1, w_2, ..., w_p \) \( \in \mathbb{C} \) then, we have the following operational representations
\[
\begin{align*}
&\begin{pmatrix}
  p+1 \, F_q \\
  M, A_1, A_2, ..., A_p; B_1, B_2, ..., B_q; z_1, z_2, ..., z_q \\
  w_1, w_2, ..., w_p
\end{pmatrix} = \\
&\prod_{r=1}^{p} w_{\mu}^{A_r} \prod_{s=1}^{q} z_{\nu}^{-B_s+i} \left( 1 - (-1)^p \prod_{s=1}^{p} D_{w_{\nu}} - M \prod_{r=1}^{p} w_{\mu}^{-A_r} \prod_{s=1}^{q} z_{\nu}^{B_s-i} \right)
\end{align*}
\]

(22)
Proof. Applying the result (2.3) in the right hand side of (3.1), it follows that

\[ pF_q \left( A_1, A_2, \ldots, A_p; B_1, B_2, \ldots, B_q; \frac{z_1, z_2, \ldots, z_p}{w_1, w_2, \ldots, w_q} \right) \]

\[ = \prod_{r=1}^{p} w_r^{A_r} \prod_{s=1}^{q} z_s^{B_r + I} \exp \left\{ \frac{(-1)^{p} \prod_{r=1}^{p} D_{w_r}}{\prod_{s=1}^{q} D_{z_s}} \right\} \prod_{r=1}^{p} w_r^{-A_r} \prod_{s=1}^{q} z_s^{-B_s - I}. \]

(23)

According to the relations (1.4) and (1.5), we obtain

\[ \prod_{r=1}^{p} w_r^{A_r} \prod_{s=1}^{q} z_s^{B_s + I} \left( 1 - \frac{(-1)^{p} \prod_{r=1}^{p} D_{w_r}}{\prod_{s=1}^{q} D_{z_s}} \right)^{-M} \prod_{r=1}^{p} w_r^{-A_r} \prod_{s=1}^{q} z_s^{-B_s - I} \]

(24)

\[ = \sum_{k=0}^{\infty} \left\{ (Mk) \prod_{r=1}^{p} w_r^{-A_r} \prod_{s=1}^{q} z_s^{-B_s - I} \left( \frac{1}{D_{w_r}} \right)^k \right\} \prod_{r=1}^{p} \left\{ \prod_{s=1}^{q} \left( z_s^{B_s + I} \right) \prod_{s=1}^{q} \left( \\right) \right\].

Hence, from (2.1), we get the asserted result according to (3.1).

Taking the right hand side of (3.2) with the definition (2.4), we have

\[ \prod_{r=1}^{p} w_r^{A_r} \prod_{s=1}^{q} z_s^{B_s + I} \exp \left\{ \frac{(-1)^{p} \prod_{r=1}^{p} D_{w_r}}{\prod_{s=1}^{q} D_{z_s}} \right\} \prod_{r=1}^{p} w_r^{-A_r} \prod_{s=1}^{q} z_s^{-B_s - I} \]

(25)

\[ = \sum_{k=0}^{\infty} \left\{ (Mk) \prod_{r=1}^{p} w_r^{-A_r} \prod_{s=1}^{q} z_s^{-B_s - I} \left( \frac{1}{D_{w_r}} \right)^k \right\} \prod_{r=1}^{p} \left\{ \prod_{s=1}^{q} \left( z_s^{B_s + I} \right) \prod_{s=1}^{q} \left( \\right) \right\].

According to the relations (1.4) and (1.5), we obtain

\[ \prod_{r=1}^{p} w_r^{A_r} \prod_{s=1}^{q} z_s^{B_s + I} \exp \left\{ \frac{(-1)^{p} \prod_{r=1}^{p} D_{w_r}}{\prod_{s=1}^{q} D_{z_s}} \right\} \prod_{r=1}^{p} w_r^{-A_r} \prod_{s=1}^{q} z_s^{-B_s - I} \]

(26)

\[ = \sum_{k=0}^{\infty} \left\{ (Mk) \prod_{r=1}^{p} w_r^{-A_r} \prod_{s=1}^{q} z_s^{-B_s - I} \left( \frac{1}{D_{w_r}} \right)^k \right\} \prod_{r=1}^{p} \left\{ \prod_{s=1}^{q} \left( z_s^{B_s + I} \right) \prod_{s=1}^{q} \left( \\right) \right\].

(27)

Again, from (2.1), we have proved the relation (3.2) in our main theorem. \( \square \)

Putting different values of \( p \) and \( q \) in (3.1) and (3.2), we obtain operational representations of MHMFs. If we take \( p = 1 \) and \( q = 0 \) in (3.2), we see

\[ _1F_0(A; -; \frac{1}{z}) = z^A \exp(D_z) z^{-A}. \]

(28)
Similarly, we present the following results:

\[ \text{I}_1(A; B; \frac{z}{w}) = w^A z^{-B+I} \exp\left( -\frac{D_W}{D_z} \right) w^{-A} z^{B-I}. \]  

\[ \text{I}_1(A; B; z) = z^{-B+I} \left( 1 + \frac{1}{D_z} \right)^{-A} z^{B-I}. \]  

\[ \text{I}_2(A, B; \frac{1}{z}) = z^A (1 + D_z)^{-B} z^{-A}. \]  

\[ \text{I}_2(A, B; \frac{1}{z}) = z^A w^B \exp(D_z D_w) z^{-A} w^{-B}. \]  

\[ \text{I}_2(A_1, A_2; B_1; \frac{z}{w}) = z^{-B_1+I} w^{A_1} \left( 1 + \frac{D_w}{D_z} \right)^{-A_1} z^{B_1-I} w^{-A_2}. \]  

\[ \text{I}_2(A_1, A_2; B_1; \frac{z}{w}) = z^{-B_1+I} w^{A_1} \left( 1 + \frac{D_w}{D_z} \right)^{-A_2} z^{B_1-I} w^{-A_1}. \]  

\[ \frac{z}{w} = z^{-B_1+I} w^{A_1} \left( 1 + \frac{D_w}{D_z} \right)^{-A_1} z^{B_1-I} w^{-A_2}. \]  

\[ \text{I}_2(A_1, A_2; B_1; \frac{z}{w}) = z^{-B_1+I} w^{A_1} \left( 1 + \frac{D_w}{D_z} \right)^{-A_2} z^{B_1-I} w^{-A_1}. \]  

\[ \text{I}_2(A_1, A_2; B_1, B_2; \frac{z}{w}) = z^{-B_1+I} z_2^{-B_3+I} w^{A_2} \left( 1 + \frac{D_w}{D_z} \right)^{-A_2} z_1^{B_3-I} z_2^{B_3-I} w^{-A_1}. \]  

\[ \text{I}_2(A_1, A_2; B_1, B_2; \frac{z}{w}) = z^{-B_1+I} z_2^{-B_3+I} w^{A_1} \left( 1 + \frac{D_w}{D_z} \right)^{-A_1} z_1^{B_3-I} z_2^{B_3-I} w^{-A_2}. \]  

\[ \text{I}_2(A_1, A_2; B_1, B_2; \frac{z}{w}) = z^{-B_1+I} z_2^{-B_3+I} w^{A_2} \left( 1 + \frac{D_w}{D_z} \right)^{-A_2} z_1^{B_3-I} z_2^{B_3-I} w^{-A_1}. \]  

\[ \text{I}_2(A_1, A_2; B_1, B_2; \frac{z}{w}) = z_{1}^{-B_{2}+I} z_{2}^{-B_{4}+I} w_{1}^{A_{1}} w_{2}^{A_{2}} \exp\left( \frac{D_{w_{1}} D_{w_{2}}}{D_{z_{1}} D_{z_{2}}} \right) \times z_{1}^{B_{3}-I} z_{2}^{B_{3}-I} w_{1}^{-A_{1}} w_{2}^{-A_{2}}. \]  

\[ \text{I}_2(A_1, A_2; B_1, B_2; \frac{z}{w}) = z_{1}^{-B_{2}+I} z_{2}^{-B_{4}+I} w_{1}^{A_{1}} w_{2}^{A_{2}} \exp\left( \frac{D_{w_{1}} D_{w_{2}}}{D_{z_{1}} D_{z_{2}}} \right) \times z_{1}^{B_{3}-I} z_{2}^{B_{3}-I} w_{1}^{-A_{1}} w_{2}^{-A_{2}}. \]  

\[ \text{I}_3(A_1, A_2, A_3; \frac{1}{w_1 w_2}) = w_{1}^{A_{1}} w_{2}^{A_{2}} \left( 1 - D_{w_{1}} D_{w_{2}} \right)^{-A_{3}} w_{1}^{-A_{3}} w_{2}^{-A_{3}}. \]  

\[ \text{I}_3(A_1, A_2, A_3; \frac{1}{w_1 w_2}) = w_{1}^{A_{1}} w_{2}^{A_{2}} \left( 1 - D_{w_{1}} D_{w_{2}} \right)^{-A_{2}} w_{1}^{-A_{3}} w_{2}^{-A_{3}}. \]  

\[ \text{I}_3(A_1, A_2, A_3; \frac{1}{w_1 w_2}) = w_{1}^{A_{1}} w_{2}^{A_{2}} \left( 1 - D_{w_{1}} D_{w_{2}} \right)^{-A_{3}} w_{1}^{-A_{3}} w_{2}^{-A_{3}}. \]
\[ 3F_0(A_1, A_2, A_3; -; \frac{1}{w_1 w_2 w_3}) = w_2^{A_1} w_1^{A_2} w_3^{A_3}; \exp \left( D_{w_1} D_{w_2} D_{w_3} \right) w_2^{-A_1} w_1^{-A_2} w_3^{-A_3}. \] (44)

\[ 3F_1(A_1, A_2, A_3; B_1; \frac{z}{w_1 w_2}) = z^{-B_1 + I} w_1^{A_1} w_2^{A_2} \left( 1 - \frac{D_{w_1} D_{w_2}}{D_z} \right)^{-A_3} z^{B_1 - I} w_1^{-A_1} w_2^{-A_2}. \] (45)

\[ 3F_1(A_1, A_2, A_3; B_1; \frac{z}{w_1 w_2}) = z^{-B_1 + I} w_1^{A_1} w_2^{A_2} \left( 1 - \frac{D_{w_1} D_{w_2}}{D_z} \right)^{-A_2} z^{B_1 - I} w_1^{-A_1} w_2^{-A_2}. \] (46)

\[ 3F_1(A_1, A_2, A_3; B_1; \frac{z}{w_1 w_2}) = z^{-B_1 + I} w_1^{A_1} w_2^{A_2} \left( 1 - \frac{D_{w_1} D_{w_2}}{D_z} \right)^{-A_1} z^{B_1 - I} w_1^{-A_2} w_2^{-A_3}. \] (47)

\[ 3F_1(A_1, A_2, A_3; B_1; \frac{z}{w_1 w_2 w_3}) = z^{-B_1 + I} w_1^{A_1} w_2^{A_2} w_3^{A_3} \frac{\exp \left( -D_{w_1} D_{w_2} D_{w_3} / D_z \right) z^{B_1 - I} w_1^{-A_1} w_2^{-A_2} w_3^{-A_3}}{w_1 w_2 w_3}. \] (48)

4 Some Basic Applications

In the present section, we give the operational representations of many orthogonal matrix polynomials as follows

\[ L_n^A(z) = \frac{z^{-A}}{n!} \left( D_z - 1 \right)^n z^{A + nI}, \] (49)

\[ L_n^A(z) = \frac{(A + I)^n}{n!} z^{-A} (1 - \frac{1}{D_z})^n z^A, \] (50)

\[ L_n^A(z) = \frac{(A + I)^n}{n!} z^{-A} w^{-n} \exp(-D_w / D_z) z^A w^n, \] (51)

\[ R_n^A(z) = \frac{(A)_{2n} [(A)_n]^{-1}}{n!} z^{-A + (1-n)I} (1 + \frac{1}{D_z})^n z^{A + (n-1)I}. \] (52)

\[ R_n^A(z) = \frac{(A)_{2n} [(A)_n]^{-1}}{n!} z^{-A + (1-n)I} w^{-n} \exp(-D_w / D_z) z^{A + (n-1)I} w^n. \] (53)

\[ \gamma_n^{(A, B)}(\frac{1}{z}) = z^{-n} (1 - D_z B^{-1})^{-(A + (n-1)I)} z^n. \] (54)

\[ \gamma_n^{(A, B)}(\frac{1}{z}) = z^{A + (n-1)I} (1 - D_z B^{-1})^{-n} z^{-A + (n-1)I}. \] (55)

\[ P_n^{A, B}(1 - \frac{2z}{w}) = \frac{z^{-A} w^{-n}}{n!} D_z^n (1 + \frac{D_w}{D_z})^{-(A + B + (n+1)I)} z^{A + nI} w^n. \] (56)
\[ P_{n}^{A,B}(1 - \frac{2z}{w}) = \frac{(A + I)^n}{n!} z^{-A} w^{A + (n+1)I} (1 + \frac{D_w}{D_z})^n z^{-A} w^{-(A + B + (n+1)I)}. \] (57)

\[ P_{n}^{A,B}(1 - \frac{2z}{w}) = \frac{(A + I)^n}{n!} z^{-A} w^{-n} (1 + \frac{D_w}{D_z})^{-(A + B + (n+1)I)} z^{A} w^{n}. \] (58)

\[ P_{n}^{A,A}(1 - \frac{2z}{w}) = \frac{z^{-A}}{n!} D_z^n (1 + \frac{D_w}{D_z})^{-(2A + (n+1)I)} z^{A+nI} w^{n}. \] (59)

\[ P_{n}^{A,A}(1 - \frac{2z}{w}) = \frac{(A + I)^n}{n!} z^{-A} w^{2A + (n+1)I} (1 + \frac{D_w}{D_z})^n z^{-A} w^{-(2A + (n+1)I)}. \] (60)

\[ P_{n}^{A,A}(1 - \frac{2z}{w}) = \frac{(A + I)^n}{n!} z^{-A} w^{-n} (1 + \frac{D_w}{D_z})^{-(2A + (n+1)I)} z^{A} w^{n}. \] (61)

\[ C_{n}^{A}(1 - \frac{2z}{w}) = \frac{(2A)^n}{n!} z^{-A + \frac{1}{2}I} w^{2A + nI} (1 + \frac{D_w}{D_z})^n z^{-A + \frac{1}{2}I} w^{-(2A + nI)}. \] (62)

\[ C_{n}^{A}(1 - \frac{2z}{w}) = \frac{(2A)^n}{n!} z^{-A + \frac{1}{2}I} w^{2A + nI} (1 + \frac{D_w}{D_z})^n z^{-A + \frac{1}{2}I} w^{-(2A + nI)} \times z_{1}^{-A + \frac{1}{2}I} z_{2}^{-B}. \] (63)

\[ Z_{n}^{A,A}(\frac{z_{1}z_{2}}{w_1}) = w_{1}^{2A+nI} z_{1}^{-A + \frac{1}{2}I} z_{2}^{-B} (1 + \frac{D_{w_1}}{D_{z_1}D_{z_2}})^n \] (64)

\[ Z_{n}^{A,B}(\frac{z_{1}z_{2}}{w_1}) = w_{1}^{-n} z_{1}^{-B} z_{2}^{-A + \frac{1}{2}I} (1 + \frac{D_{w_1}}{D_{z_1}D_{z_2}})^{-2A+nI} \]
\[ w_{1}^{B} z_{1}^{-A + \frac{1}{2}I}. \] (65)

\[ Z_{n}^{A,B}(\frac{z_{1}z_{2}}{w_1w_2}) = w_{2}^{(2A+nI)} w_{1}^{-n} z_{1}^{-B} z_{2}^{-A + \frac{1}{2}I} \exp \left( \frac{D_{w_1}D_{w_1}}{D_{z_1}D_{z_2}} \right) \]
\[ w_{2}^{-(2A+nI)} w_{1}^{A - \frac{1}{2}I} z_{1}^{-A + \frac{1}{2}I} z_{2}^{-B}. \] (66)

\[ H_{n}^{A,B}(\frac{w}{z}) = \frac{z^A}{n!} D_z^n \left( z^{-B+(n+1)I} (1 + \frac{D_z}{D_w})^n z^{-A} w^{-(B+I)} \right) \] (67)

\[ H_{n}^{A,B}(C, D; \frac{z_{1}z_{2}}{w_1w_2}) = z_{1}^{-C} z_{2}^{-B-I} w_{1}^{-n} w_{2}^{-A} \left( 1 - \frac{D_{w_1}D_{w_1}}{D_{z_1}D_{z_2}} \right)^{-(C+D+(n+1)I)} \]
\[ z_{1}^{-C} z_{2}^{B-I} w_{1}^{n} w_{2}^{-A} \] (68)
5 Outlook and Concluding Remarks

The paper proposes to introduce operational formulae of some interesting multivariable hypergeometric matrix functions (MHMFs). The induced MHMFs which have been investigated are Laguerre matrix polynomial, generalized Bessel matrix polynomial, Jacobi matrix polynomials, Gegenbauer matrix polynomial, generalized Bateman’s matrix polynomial and Rices matrix polynomial. Further research on this topic is now under investigation and will be reported in forthcoming papers concerning: Lagrange matrix polynomial, Sister Celines matrix polynomial, Bedients matrix polynomial etc.
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